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Theory Meets Practice: Harnessing AI for practical implementations in digital archiving





Rényi AI: Introduction

Alfréd Rényi Institute of Mathematics:
- Artificial Intelligence group

Theoretical Research Areas:
- Computer Vision
- Learning Theory

Applied (Industrial) Projects:
- Time Series Prediction:

- Energy sector
- Medical sector

- Natural Language Processing (NLP) and Document AI
- Hungarian Archives:

- Historical Archives of the Hungarian State Security
- National Archives of Hungary



Applied Projects with Archives

Main goal:
- Integrate AI solutions into archival processes

AI solutions:
- Latest advances in AI technology:

- Large Language Models (LLMs)

Applications:
- Retrieval Augmented Generation (RAG)
- Sensitive Data Removal

- GDPR, inquiry, research
- Named Entity Recognition

- Database, Knowledge Graph
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Tasks and Challenges

Archive specific challenges:

- Data format:
- We have: scanned document images

- We need: text-based data

- Data quality:
- highly degraded documents
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D e m o

How SOTA methods struggle to extract text



Demo: SOTA off-the-shelf OCR systems

Original Document    
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CER: 25.1%
WER: 56.9%

CER: 22.9%
WER: 60.5%

CER: Character Error Rate

WER: Word Error Rate



Error Analysis

Reasons behind the poor performance:

- Text Detection:
- challenging to detect text lines

- some part of the text is already lost

- Text Recognition:
- challenging to read out text
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Approaches

Enhancing OCR systems directly:

- Data perspective:
- archival data domain

- Architecture perspective:
- larger models
- change model type

- e.g. Transformers

Preprocessing for OCR: 

- Document Image Enhancement (DIE)
- improving the quality of the input image
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Solution

Document Image Enhancement (DIE):
- Cleaning document images:

- removing unnecessary noise while retaining text

- Model architecture:
- convolutional based U-Net

- U-Net: image transformation, removing noise
- Convolution operation: filtering image
- Skip connection: better training properties
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Demo: Document Image Enhancement (DIE)
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Data

Machine Learning perspective:
- Machine Learning (ML) paradigm:

- solving the task by learning from examples / data

- ML model needs data:
- Text Detection: bounding boxes around the text lines
- Text Recognition: text in the document
- Document Image Enhancement: clean version (black text on white background)

Supervised Learning:
- Human labeling:

- Text Detection: cumbersome
- Text Recognition: cumbersome
- Document Image Enhancement: extreme hard

- Synthetic generation:
- Text Detection: easy
- Text Recognition: easy
- Document Image Enhancement: moderate
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Synthetic Data Generation framework

Text:
- language
- layout
- fonts

Background:
- paper type
- overbleed

Perturbations:
- 20 noise types
- aged document

Geometric:
- rotation
- warp



Demo: Synthetic Data Generation



How to customize the framework?

Corpus:

- different kinds of languages

Text types:

- different kinds of fonts

Background images:

- paper types

Noise types:

- stamps, scribbles, textures, …
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Our OCR model

Training our custom OCR model:

- TrOCR model
- Transformer-based model

- Trained on:
- Hungarian language
- Degraded archival documents

- Synthetic Data Generator
- Human labeled data
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Pipeline: OCR inference
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Quantitative result

Performance:

- Character Error Rate (CER)

Inference time:

- Nvidia A-100 server:
- 8 GPUs (40GB)
- 2 GPUs:

- 25 000 document images per day

OCR \ Input Raw document DIE-cleaned document

Gemini 25.07% [CER] 6.87% [CER]

Google Lens 22.86% [CER] 5.03% [CER]

Our pipeline 10.59% [CER] * 6.46% [CER]
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Applications

LLMs in Archival Work:

- Digital Historian:
-  Retrieval Augmented Generation (RAG)
-  Semantic search in archival database
-  Automatic summarization of documents
-  Dynamic cross-referencing of sources

- Sensitive Data Removal:
-  Sensitive and personal information
-  Abstract concepts described in natural language
-  Flexible customization for sensitive data needs

- Named Entity Recognition (NER):
-  Recognition of names, locations, events, etc.
-  Building structured representation (e.g., graphs, tables)
-  Distinguishing between similar or overlapping entities
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Thank you for your attention!
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TrOCR



U-Net



OCR datasets



Synthetic Data Generation: Main stages



OCR steps



DIE: removing handwriting







OCR results on private dataset (ÁBTL)


